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Abstract: The rapid development of Artificial Intelligence (AI), particularly in the form of language models 

such as OpenAI’s ChatGPT, is fundamentally transforming the academic and educational landscape. AI tools 

like ChatGPT play a crucial role in accelerating text generation, enhancing writing processes, assisting in 

literature reviews, and facilitating personalized learning. The development and adoption of Generative 

Pre-trained Transformers (GPT), including ChatGPT, have sparked widespread interest due to their 

unprecedented capabilities in generating human-like text and automating communication. These 

advancements have a significant impact on various fields, including education and research, where 

AI-driven tools can optimize academic work and improve accessibility to knowledge. However, the 

integration of AI into academia comes with several serious challenges, such as algorithmic bias, data privacy 

concerns, ethical issues including plagiarism, and the potential decline in critical thinking skills due to 

excessive reliance on AI-generated content. While some educators and researchers view ChatGPT as a 

powerful tool for innovation, others express concerns about its impact on academic integrity and analytical 

reasoning. This review also compares ChatGPT with other advanced AI models, such as GPT-3 and BERT, 

highlighting their respective roles in science and education. An analysis of 159 independent literature 

sources, including 36 recently published papers on arXiv.org platform, indicates that interest in ChatGPT 

and its analogs in the field of science and education is rapidly growing. These studies emphasize the 

importance of AI in optimizing academic activities, improving knowledge accessibility, and developing new 

learning methods. The article concludes by discussing the future evolution of AI in academia, its integration 

with emerging technologies, and its potential for fostering interdisciplinary research in an era often 

described as the “new AI gold rush”. 
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1. Introduction

Recent advancements in Artificial Intelligence (AI) have significantly transformed the scientific and

educational landscape. One of the most striking examples of such changes is the development of language 

models, such as Chat Generative Pre-trained Transformer (ChatGPT) and its analogs. These models serve as 

powerful tools capable of accelerating and improving the process of scientific text preparation, data analysis, 
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and even the generation of innovative solutions in various fields of science and education [1, 2]. ChatGPT is 

one of the most widely used language models developed by OpenAI. Initially based on the GPT-3 

architecture, it has since been enhanced in subsequent versions, including GPT-4 and GPT-5. Each new 

version brings significant improvements in query processing accuracy and the ability to generate more 

meaningful and coherent responses [3]. For instance, ChatGPT-4 has demonstrated enhanced contextual 

understanding, better dialogue management, and deeper comprehension of complex technical and scientific 

concepts, making it an invaluable tool for drafting scientific articles [4]. 

The ChatGPT Plus version is available through a paid subscription, offering users improved performance, 

faster response times, and priority access during peak server loads. Notably, the upcoming ChatGPT-5 

version is expected to feature further advancements in text generation and specialized problem-solving 

capabilities, particularly in mathematical and scientific domains [5]. Several AI models compete with 

ChatGPT in this domain. For example, Google’s Bidirectional Encoder Representations from Transformers 

(BERT) is designed for bidirectional text processing, improving its contextual understanding capabilities [6]. 

Another model, Google’s Text-to-Text Transfer Transformer (T5), employs a unified architecture to address 

a variety of tasks [7]. Meanwhile, Microsoft’s Turing-NLG focuses on natural text generation, boasting a high 

number of parameters and strong long-term reasoning capabilities [8]. When comparing these models, 

ChatGPT surpasses many of its counterparts in accessibility, ease of use, and real-time contextual 

conversation generation [9]. However, models such as BERT and T5 may be more precise in tasks requiring 

deep text analysis or working with limited data sets [10]. While Turing-NLG performs well in text 

generation, it sometimes falls short in terms of interactivity and adaptability compared to ChatGPT [11]. 

 Given the rapid evolution of such technologies, the near future is likely to witness not only a further 

acceleration in scientific material creation but also the development of innovative approaches in education 

and research. This review will explore the achievements, challenges, and prospects of AI models like 

ChatGPT in scientific and educational domains, as well as their impact on academia and text preparation. 

2. Applications of ChatGPT in Academic Direction 

Since its introduction, ChatGPT and other similar AI language models, such as GPT-3 and GPT-4, have 

gained widespread attention in the scientific and educational community due to their ability to generate 

text, answer questions, and provide recommendations. These tools have proven beneficial in various fields, 

including scientific writing, research activities, and the development of educational materials [12]. For 

instance, ChatGPT can be employed to automatically generate scientific abstracts, draft manuscript sections, 

and even compose entire portions of academic papers, significantly reducing the time required for 

manuscript preparation [13]. 

However, the application of such tools in scientific research necessitates a cautious approach. This is 

particularly important when using AI models for data analysis and interpretation. While AI models can be 

highly effective in text generation, they are not always capable of accurately interpreting complex concepts 

or considering the nuanced aspects of scientific research, which may impact the reliability of conclusions. 

Therefore, these tools should be utilized as supplementary aids rather than primary means of analysis. 

With the advancement of newer versions like GPT-4 and GPT-5, these models now support not only text 

input but also effectively process images and other data formats, opening new possibilities for 

interdisciplinary research [3, 14]. For example, ChatGPT-4 and ChatGPT-5 can assist in generating ideas for 

scientific experiments, accelerating the development of new technologies such as photocatalysts for green 

hydrogen production [15]. Research environments have already begun experimenting with these models to 

enhance processes in bioengineering, materials science, and other disciplines. Additionally, alternative AI 

models, such as Google Bard and Claude by Anthropic, offer competitive functionalities for addressing 
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various scientific and educational challenges. For instance, Claude-2 prioritizes safety and ethics in text 

generation, making it a suitable choice for educational institutions where the prevention of misinformation 

is crucial [16]. Meanwhile, Google Bard exhibits high accuracy and speed in information processing, making 

it an effective tool for scientific computations and data analysis, particularly in chemistry and materials 

physics [17–22]. 

The integration of tools like ChatGPT significantly influences the process of scientific text creation and 

processing. These systems assist researchers in drafting manuscripts, thereby expediting the publication 

process and allowing scholars to focus on more complex aspects of their work [23, 24]. ChatGPT can also 

automate translation, summarization, and academic document preparation tasks [24, 25], considerably 

easing the workload of researchers, particularly when dealing with large volumes of information. Moreover, 

such systems can facilitate the analysis of extensive datasets, which is especially useful for researchers 

handling vast amounts of literature or experimental data. For instance, ChatGPT can aid in the automatic 

generation of comprehensive scientific reviews, enabling researchers to quickly identify relevant 

publications and generate structured texts [23]. This, in turn, enhances the quality of scientific research and 

publications. 

A comparison of ChatGPT with its counterparts, such as Bard and Claude [23], indicates that while 

ChatGPT has numerous advantages, no single model is universally optimal for all scientific fields. ChatGPT 

excels in flexibility and accessibility, whereas Bard offers superior capabilities in handling large datasets, 

particularly in computational tasks. Future AI models are expected to refine these aspects, becoming more 

seamlessly integrated into scientific and educational processes, thereby unlocking new opportunities for 

the development of innovative materials and technologies [18]. 

A notable example is GitHub Copilot, a ChatGPT-like tool designed for developers, which has become an 

indispensable resource in programming by providing code suggestions and algorithm optimization. This 

tool is actively used in machine learning and automation research [19, 26]. Similarly, DeepSick, an AI model 

specialized in medicine, is employed for disease diagnosis and medical image analysis, demonstrating the 

adaptability of AI technologies to specific industry needs [20–22]. 

Despite their numerous advantages, the use of AI tools like ChatGPT in academia raises ethical and 

intellectual property concerns. For example, the ability to generate text that mimics the style of various 

authors raises questions about plagiarism and copyright infringement [27, 28]. Additionally, biases inherent 

in the training data of these models may influence research outcomes [25]. These aspects necessitate 

rigorous oversight and regulation to ensure transparency and ethical AI application in science. 

Thus, the use of ChatGPT and similar AI systems in academia opens new horizons for research and 

education. These tools significantly accelerate the creation of scientific materials, idea generation, and 

information retrieval. However, it is essential to acknowledge their limitations and associated risks, such as 

misinterpretation of data and the dissemination of misinformation. AI technologies should serve as 

assistants for routine tasks, such as data processing and draft writing, rather than substitutes for genuine 

scientific inquiry. 

3. The Impact of ChatGPT on the Educational Process 

Over the past decade, the world has encountered a rapidly evolving landscape of educational practices, 

primarily driven by technological advancements, among which AI stands out as the most influential 

technology [29]. Recent progress in machine learning has led to the development of Generative Artificial 

Intelligence (GAI), capable of producing complex digital content such as text, images, audio, and video, 

thereby opening new opportunities for education [30, 31]. GAI represents an unsupervised or 

semi-supervised machine learning platform that utilizes statistics and probabilities to generate outputs [32, 
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33]. Thanks to advancements in Deep Learning (DL), generative AI analyzes existing digital content, 

identifying patterns and data distributions, enabling the creation of artificial artifacts such as texts, images, 

and audio [34]. The literature highlights two main types of generative AI: Generative Adversarial Networks 

(GANs) and generative pre-trained transformers (GPT) [34]. 

GPT models have gained significant popularity in the past six months, particularly with the emergence of 

ChatGPT, a technology considered a game changer [35]. ChatGPT leverages vast amounts of publicly 

available data for Natural Language Processing (NLP) to generate human-like text, enabling it to engage in 

dialogues and perform tasks such as writing essays, creating content, and even serving as a chatbot for 

customer support [36]. GPT-3, with its 175 billion parameters, became the foundational model for ChatGPT, 

attracting attention across various domains, including education [37, 38] and healthcare [39–41]. Following 

its launch in November 2022, ChatGPT quickly amassed over a million users within a week [42], and in 

March 2023, OpenAI introduced GPT-4, featuring 170 trillion parameters, significantly enhancing the 

model’s computational power and capabilities [43, 44]. GPT-4 exhibits improved language proficiency and 

the ability to pass professional exams, such as the U.S. bar exam, with results in the 90th percentile, 

significantly surpassing previous versions [45]. However, the technology remains limited in accessibility 

due to subscription fees and usage restrictions and has also been criticized for a lack of transparency in 

training methods and data sources [46]. 

The integration of AI tools like ChatGPT into the educational process has sparked considerable interest 

among researchers, educators, and policymakers. These technologies promise to transform traditional 

learning methods by offering personalized educational approaches, accelerating content creation, and 

enhancing student engagement. The impact of ChatGPT on education has elicited mixed reactions from 

educators. Some view it as a progressive step capable of improving educational processes, while others 

express concerns about a potential decline in students’ and teachers’ analytical skills due to excessive 

reliance on AI [47, 48]. UNESCO has also published a report discussing the ethical challenges and 

implications of AI adoption in higher education [49]. The research question of this part is to examine 

contemporary opinions and data regarding the opportunities and challenges associated with the 

development and implementation of AI systems in educational institutions. To achieve this, a 

non-systematic literature review was conducted, including searches using the keywords “ChatGPT and 

education” and “AI and education” in Scopus, Web of Science, Google Scholar and arXiv.org. Additional 

articles were selected through the snowball method to encompass the most relevant research [37, 38, 47, 

48, 50]. 

One of the key applications of AI in education is the automation of assessment and the ability to provide 

personalized learning [51]. Unlike traditional classrooms, where instructors must address the needs of an 

entire group, AI-based tools can adapt to individual learning styles, paces, and preferences [51]. For 

instance, ChatGPT can provide instant feedback on assignments, answer questions in real time, and offer 

tailored explanations of complex concepts. This is particularly beneficial for students who lag behind their 

peers or require additional challenges. Researchers [52, 53] emphasize that AI tools can deliver immediate, 

context-aware feedback, helping students understand mistakes and improve their performance. Similarly, 

studies indicate that AI can enhance adaptive learning systems by analyzing student data and predicting 

their outcomes, enabling educators to intervene timely and provide targeted support [53]. Personalized 

AI-driven learning systems have been integrated into platforms like Carnegie Learning’s MATHia, which 

adjusts math problems to students’ skill levels, offering hints and feedback [51]. Another example is 

Knewton, which uses AI to create individualized learning pathways, leading to improved academic 

outcomes [52]. These examples demonstrate how ChatGPT and similar tools can complement traditional 

teaching methods by offering students a more engaging and efficient learning experience. 
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ChatGPT also shows potential for improving assessment systems, allowing partial automation of student 

work evaluation, including research papers, essays, and other written assignments [54]. Instructors can 

utilize AI-generated reports to provide feedback to students, which is particularly useful in formative and 

summative assessment scenarios [54]. Additionally, AI can help identify learning difficulties and student 

progress, enabling educators to tailor their interventions more precisely [54]. Research also suggests that 

AI can be beneficial for evaluating short-answer responses in online education, promoting a more objective 

and unbiased grading process [55, 56]. However, transparency and explainability of AI systems must be 

considered, particularly in the context of ethical concerns and student acceptance [55, 57]. 

Beyond assessment, AI can be utilized for translating educational materials and creating adaptive 

learning environments. GPT-4 has demonstrated significant improvements in translation tasks, 

outperforming previous solutions [58, 59]. This opens opportunities for fast and accurate translation of 

educational content into various languages, enhancing accessibility for students worldwide [60, 61]. 

Moreover, AI can facilitate personalized learning by adapting instructional approaches to each student’s 

learning style and progress [62, 63]. This is especially useful in fields such as medical education [64], 

computer science [65], and mathematics [66]. Furthermore, ChatGPT accelerates content creation and 

research processes. Educators often spend considerable time developing curricula, tests, and other 

materials. The use of ChatGPT can automate these tasks, allowing teachers to focus on more strategic 

aspects of education, such as fostering critical thinking and creativity [67]. Studies indicate that 

AI-generated content has been highly rated by educators, with 78% of participants noting significant time 

savings [67]. This is particularly relevant in higher education, where there is high demand for up-to-date 

and specialized content. 

However, integrating ChatGPT into education also presents several challenges. One major concern is the 

accuracy and reliability of generated content. Since ChatGPT is trained on vast amounts of raw data, it may 

be prone to biases and errors [39]. For example, if the model is trained on data that lack a global perspective, 

it may produce misleading evaluations of student work from different cultural and linguistic 

backgrounds [68]. Additionally, ChatGPT can generate false or misleading information, which is particularly 

problematic for students relying on it for assignments [69, 70]. 

Another critical issue is academic integrity. ChatGPT can facilitate plagiarism, as it can generate text that 

appears original, making detection challenging for traditional plagiarism detection tools [71]. This creates 

an unfair advantage for students using AI and threatens the academic integrity of the learning process [72]. 

Moreover, the lack of human interaction and empathy in AI models may negatively impact student 

motivation and learning outcomes [73]. To address these issues, various strategies have been proposed. One 

approach involves adapting assessment methods, incorporating non-digital components such as oral 

presentations and handwritten exams [74, 75]. Additionally, educating teachers and students on the ethical 

use of AI, including understanding its limitations and risks, is crucial [76–78]. 

The integration of ChatGPT into education also raises ethical and practical concerns. One of the most 

pressing issues is academic dishonesty. Given its ability to generate essays, solve problems, and even 

complete exams, ChatGPT poses a serious threat to academic integrity. The ease with which AI can produce 

text may encourage students to bypass the learning process, leading to a decline in critical thinking and 

problem-solving skills [79]. Some institutions have implemented AI text detection tools, such as Turnitin’s 

AI Writing Detection, to identify ChatGPT-generated texts [80]. One additional challenge is the potential for 

bias in AI-generated content. AI systems may reproduce existing prejudices, leading to inequality in 

education [39]. For instance, analysis has shown that AI models often exhibit gender and racial biases, 

which can influence the content they generate [81]. To mitigate this risk, educators must carefully review 

AI-generated content and ensure it adheres to ethical and academic standards. 
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Furthermore, the role of educators may evolve as AI becomes integrated into the educational process. It is 

emphasized that the future of education lies in symbiotic relationships between humans and AI, where 

technology complements rather than replaces the human element [82]. This shift requires educators to 

develop new skills, such as digital literacy and AI ethics, to effectively implement technology in the learning 

process. Several institutions have already begun experimenting with ChatGPT for educational purposes, 

providing valuable insights into its potential and limitations. For example, the University of Southern 

California (USC) implemented AI-powered chatbots to assist students with administrative inquiries and 

academic support [82]. Students praised the chatbot, highlighting its ability to provide instant and accurate 

responses. Similarly, a pilot project at Stanford University used ChatGPT to generate practical questions for 

medical students. The results showed that the AI-generated questions were of comparable quality to those 

created by instructors [83]. Arizona State University integrated a corporate version of ChatGPT to support 

educational and administrative tasks [84]. Additionally, at the Complutense University of Madrid, students 

actively use ChatGPT for completing assignments, which has generated both positive feedback and concerns 

among faculty [85]. 

Beyond higher education, ChatGPT is also being used in schools. For instance, Khan Academy has 

integrated AI tools to offer personalized learning and feedback. It has been noted that AI-powered learning 

can help bridge the gap between students with access to private tutors and those without, creating more 

equitable conditions in education [86]. These examples demonstrate ChatGPT’s potential to enhance the 

educational experience, but also highlight the need for careful implementation and oversight. It is important 

to note that as AI continues to develop, educators, policymakers, and researchers must collaborate to 

harness its potential while addressing its limitations. Only through this approach can we ensure that AI 

becomes a valuable tool for improving education, rather than undermining it. The future of education will 

depend on the ability of educators and institutions to adapt to these changes, using AI as a tool to enhance 

learning, not as a replacement for human interaction and critical thinking [78]. 

4. The Impact of ChatGPT on Research and Publication  

4.1. The Use of ChatGPT in the Academic Community 

The integration of AI into scientific research has reached a pivotal moment, thanks to tools like ChatGPT, 

which are transforming idea generation, data analysis, and the publication of results. The Transformer 

architecture underlying modern models such as GPT-4 has been a key breakthrough, enabling AI to process 

context and generate text indistinguishable from human writing [1, 87]. This breakthrough has paved the 

way for AI to tackle tasks once considered exclusively human: from predicting protein structures [88, 20] to 

solving complex quantum mechanics [89] and hydrodynamics equations [90]. For example, machine 

learning is already being used to accelerate the retrosynthesis of organic molecules, reducing drug 

development times from years to months [91]. However, the emergence of Large Language Models (LLMs) 

such as ChatGPT has taken these capabilities to a new level, transforming AI into a “universal scientific 

assistant” capable of synthesizing knowledge across various disciplines [2, 92]. 

Recent studies show that LLMs, even without specialized fine-tuning, can compete with domain-specific 

algorithms in scientific synthesis tasks [93]. For instance, the integration of ChatGPT with robotic 

laboratory platforms enables models to not only analyze data but also autonomously plan experiments, 

improving their decisions as they accumulate information [94]. In psychological sciences, where experts are 

involved, LLMs are already viewed as tools that could revolutionize research design and data 

interpretation [95–106]. However, enthusiasm is tempered by significant challenges. LLMs, including 

ChatGPT, are notorious for their tendency to “hallucinate”—generate convincing but false content [98–103]. 

For example, in a study where GPT-3.5 and GPT-4 were asked to compile bibliographies on 25 topics in 
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psychology, GPT-3.5 fabricated 36% of references, while GPT-4 reduced this figure to 5.4%, although the 

frequency of minor errors (e.g., incorrect publication year) remained constant [98–103]. 

A key factor affecting the accuracy of AI-generated content is the completeness of the provided references. 

When ChatGPT generates complete bibliographic details (including authors, journal names, and page 

numbers), the likelihood of hallucinations is reduced by a factor of 9.9 compared to incomplete 

references [103]. This effect aligns with studies on prompt engineering: formalizing queries reduces the 

model’s “creative” deviations [80, 97]. Furthermore, GPT-4 shows progress in recognizing its own mistakes: 

in 84.3% of cases where the model generated fabricated references, it openly acknowledged the error, 

whereas GPT-3.5 did so only 12.2% of the time [104]. This suggests the development of “meta-cognition” in 

AI, although the source of this improvement remains unclear—possibly as a result of targeted training or a 

byproduct of model scaling [3, 105]. 

The integration of ChatGPT into the scientific process also faces the challenge of thematic specificity. As 

experiments have shown, when working with narrow topics (e.g., “Predicting dental treatment outcomes 

using the implicit association test”), GPT is more likely to hallucinate due to the lack of relevant data in the 

training corpus [106]. However, when dealing with extremely specific queries, the model is more likely to 

acknowledge its knowledge gaps than fabricate false references, forming a U-shaped relationship between 

topic specificity and answer accuracy [106]. Despite these limitations, ChatGPT’s potential to accelerate 

science is immense. One key advantage of this technology is the acceleration of publications. Systematic 

reviews, which once took months, can now be completed in weeks. In climatology, for example, using GPT-4 

to analyze 12000 articles on permafrost melting not only allowed for the classification of studies but also 

identified gaps in methane emission data in Siberia, leading to new field studies [107]. For 

non-English-speaking researchers, ChatGPT has become an indispensable tool [107–110]: it reduces the 

rejection rate of articles due to stylistic errors by 40%, democratizing access to international journals [111, 

112]. 

However, ethical risks require constant attention. LLMs can amplify biases in training data, as evidenced 

by cases of gender stereotyping in career advancement recommendations [96] or racial biases in medical 

diagnoses [97]. Moreover, ChatGPT’s ability to “embellish” data calls into question its role in scientific 

communication. For instance, a preprint on CRISPR-Cas9, containing errors in the interpretation of editing 

specificity, had to be withdrawn due to the uncritical use of AI-generated content [113]. As editors of 

leading journals note, ChatGPT should remain a tool under strict human oversight, and its outputs must 

always be scrutinized through expert evaluation [114]. 

Thus, ChatGPT and similar LLMs represent a dual phenomenon. On one hand, they reduce time spent on 

routine tasks (literature reviews, manuscript preparation), stimulate interdisciplinary synthesis, and open 

science to a wider range of researchers. On the other hand, their implementation necessitates the 

development of new validation standards, particularly in terms of ethics and reproducibility. As 

demonstrated by the evolution from GPT-3.5 to GPT-4, the technology is progressing rapidly, and its role in 

science will likely continue to grow, but its success will depend on the balance between automation and 

critical evaluation [94, 115, 116]. 

4.2. ChatGPT as a Scientific Researcher 

With the development of AI, the question arises about its potential in scientific research. Large language 

models like ChatGPT show outstanding abilities in text processing and generation, but their effectiveness in 

research remains a subject of discussion. In the work by Lehr et al. [117], a systematic evaluation of the 

capabilities of ChatGPT-3.5 and ChatGPT-4 was conducted in four key aspects of the scientific process: (1) 

the role of the research librarian, (2) research ethics, (3) data generation, and (4) predicting new data. The 

results revealed both strengths and weaknesses of ChatGPT in the context of scientific research. 
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As a research librarian, ChatGPT was tested for its ability to find and provide correct scientific references. 

Although GPT-4 showed significant improvements over GPT-3.5, reducing the level of “hallucinations” (i.e., 

fabricated references) from 36.0% to 5.4%, it still generated a considerable number of unreliable citations 

[80, 117–119]. Additionally, it struggled with highly specialized topics, often failing to find relevant sources 

or resorting to fictional data. However, GPT-4 demonstrated an evolving ability to recognize its mistakes, 

suggesting potential improvements in model accuracy in the future. 

In the role of a research ethics expert, ChatGPT-4 outperformed its predecessor in identifying violations 

of research integrity, such as p-hacking and questionable research practices. When analyzing flawed 

research protocols, GPT-4 successfully identified 88.6% of obvious ethical issues and 72.6% of more subtle 

violations, whereas GPT-3.5 showed significantly worse results [80, 117]. Moreover, GPT-4 was resistant to 

attempts to “hack” it when asked to provide unethical advice, emphasizing its adherence to modern 

standards of scientific practice. Interestingly, the quality of ChatGPT’s responses improved when scientific 

ethics principles were mentioned in the query, highlighting the importance of properly phrasing requests 

when interacting with the model. 

ChatGPT also demonstrated capabilities in data generation, particularly in reproducing known patterns 

identified in semantic association studies. It has previously been shown that AI models can reflect human 

biases present in language corpora [80]. However, questions remain about the reliability of such data, as in 

some cases, ChatGPT exacerbated biases, exceeding their real-world manifestation. The most significant 

limitation of ChatGPT was its ability to predict new data. Lehr et al. [117] also tested the models’ ability to 

predict intercultural bias patterns using a dataset unavailable during their training. It turned out that 

neither GPT-3.5 nor GPT-4 could reliably predict outcomes, particularly regarding implicit biases, which 

confirms the limitations of AI in generating scientific innovations. While the models can analyze existing 

data and identify patterns in known sources, their ability to predict truly new scientific discoveries remains 

very weak. Improving fact-checking mechanisms, ethical analysis, and data modeling will be key areas of 

development necessary to enhance its effectiveness in scientific research. 

 

4.3. ChatGPT as an Article Writing Tool 

Artificial intelligence, including large language models, is gaining increasing attention in the scientific 

community as a tool for writing articles. In recent years, the question has arisen as to whether AI can serve 

as a full-fledged author or be used as an auxiliary tool. Some researchers see AI as a useful mechanism for 

improving the style and grammar of scientific texts [120], while others express serious concerns about the 

accuracy of information, potential errors, and plagiarism [121–124]. Kacena et al. [125] conducted a study 

in which they examined the capabilities of ChatGPT-4 for writing scientific review articles. To assess the 

effectiveness of AI in scientific writing, the authors selected three topics in the field of musculoskeletal 

health: (1) the relationship between Alzheimer’s disease and bone tissue, (2) neural regulation of fracture 

healing, and (3) the impact of COVID-19 on bone health [125]. Three approaches to writing the article were 

considered: Human-only (traditional method, where the article is written solely by a human, including 

literature gathering and structuring the text), AI-only (an article entirely written using ChatGPT without 

human intervention), and Hybrid (AI-assisted, where the human conducts literature search and prepares a 

list of sources, and AI generates the draft text based on them). 

One of the key factors evaluated in the study was the accuracy of citation. It had been shown earlier that 

ChatGPT can generate incorrect or fabricated references. In one study, it was found that 61% of the links 

created by AI were correct, 23% contained errors, and 16% were entirely fabricated [126]. However, 

Kacena et al. [125] discovered that using the AI-only method resulted in up to 70% of references being 
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incorrect. Additionally, it was found that texts written by ChatGPT showed a higher level of similarity to 

existing sources. When analyzed using Turnitin, AI-assisted articles demonstrated a higher plagiarism index 

compared to Human-only versions [125]. This aligns with findings in [126], which note that ChatGPT can 

generate convincing but repetitive texts. 

Another limitations of using ChatGPT is its inability to analyze current literature. At the time of the study, 

the ChatGPT-4 model had a training data cutoff (September 2021), which excluded the possibility of 

considering new research. This is especially critical for rapidly evolving scientific fields, such as COVID-19 

and its impact on human health [125]. This limitation was also noted in other works, where it was pointed 

out that LLMs cannot account for the latest scientific publications behind paywalls or published after their 

training date. Another issue is the so-called “artificial hallucination” effect—a phenomenon where AI 

generates false, yet plausible-sounding information [127]. In legal practice, there have been cases where 

lawyers used fabricated references created by ChatGPT, leading to fines [128]. 

Additionally, ChatGPT is not always able to establish logical connections between scientific concepts. In 

the study [125], it was noted that texts written by AI are formally logical but contain redundant repetitions 

and do not always have depth of analysis. The authors concluded that the most effective way to use ChatGPT 

is the hybrid method (AI-assisted), where the human sets the structure and checks the data. This allows for 

utilizing AI’s ability to quickly generate text while avoiding its main drawbacks: unreliable citations, 

plagiarism, and superficial analysis [125]. These recommendations are supported by other studies, which 

note that AI can be a useful auxiliary tool but requires mandatory human oversight [129]. In the future, AI 

technology may reduce citation errors, improve information synthesis, and minimize the plagiarism 

problem. Some modern models have already begun to integrate with online sources, which could potentially 

increase their accuracy and data relevance [125]. However, at this stage, ChatGPT cannot be used as a 

standalone author of scientific works, and its application requires a cautious and thoughtful approach. 

5. Challenges and Limitations of ChatGPT 

Despite the growing adoption of ChatGPT and other AI-driven tools in academia, significant challenges 

and limitations persist. These issues encompass AI biases, misinformation, ethical concerns, data privacy, 

and model limitations, all of which impact the reliability and effectiveness of AI applications in scientific 

research and education. 

One of the most critical concerns is AI bias and misinformation. Since ChatGPT and similar models are 

trained on vast datasets sourced from the internet, they may inadvertently perpetuate biases present in the 

data, leading to the reinforcement of stereotypes or misinformation [12, 130]. Studies have shown that 

AI-generated content can include gender and racial biases, which may compromise academic integrity and 

objectivity in scientific work [131]. Furthermore, ChatGPT lacks fact-checking mechanisms, meaning it may 

produce plausible yet inaccurate or misleading information, a significant issue when used for literature 

reviews or automated content generation in research papers [13, 132]. Another major limitation is the 

quality of AI-generated content and understanding of context. Although models like GPT-4 have made 

progress in natural language processing, they still struggle with nuanced reasoning, abstract thinking, and 

domain-specific knowledge interpretation [13, 22, 133,]. Research has demonstrated that AI-generated text, 

while often coherent, may lack depth and fail to provide truly novel insights, limiting its applicability in 

cutting-edge scientific discoveries [134]. Additionally, AI models often struggle with interdisciplinary 

research, where understanding complex relationships between different scientific domains is crucial [135]. 

Ethical considerations also represent a serious challenge. The ease of generating academic content with 

AI raises concerns about plagiarism and academic dishonesty [23, 136]. Some students and researchers 

may misuse ChatGPT to produce essays, reports, or research papers without proper attribution, 

undermining the principles of originality and academic integrity [137]. To address this issue, universities 
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have started implementing AI-detection tools, such as Turnitin’s AI Writing Detection, to identify 

AI-generated content [79, 138]. Furthermore, there are concerns regarding over-reliance on AI, where 

students may become dependent on automated assistance rather than developing critical thinking and 

analytical skills [139]. Another key issue is data privacy and intellectual property. ChatGPT processes user 

inputs and generates responses based on stored information, raising concerns about the security of 

confidential research data and sensitive academic information [140]. Researchers have highlighted risks 

associated with AI models inadvertently storing and retrieving proprietary or unpublished research 

findings, potentially violating ethical guidelines and institutional policies [141]. Moreover, ownership of 

AI-generated text remains a contentious issue, as it blurs the lines of authorship and intellectual property 

rights [142]. 

Limitations in AI’s application to academic research hinder its effectiveness. While AI is a valuable tool for 

automating literature searches and data analysis, it cannot yet replace human intuition, creativity, and 

critical evaluation [143]. Additionally, AI models require constant updates to stay relevant, as outdated 

training data can lead to obsolete or incorrect recommendations [144]. Ensuring transparency and 

explainability in AI-generated content remains a significant research challenge, as many models function as 

“black boxes,” making it difficult for researchers to interpret their decision-making processes [145].  

Beyond technical and ethical limitations, ChatGPT presents potential threats to the academic landscape. 

One of the growing concerns is the erosion of critical thinking skills, as students may increasingly rely on 

AI-generated content instead of engaging in independent analysis and problem-solving [146]. Some 

educators argue that excessive dependence on AI tools may diminish students’ ability to formulate original 

arguments and synthesize information across disciplines [147]. Another pressing issue is the risk of 

AI-generated disinformation in academic discourse. As ChatGPT can create highly convincing but 

misleading or false content, there is a possibility of misinformation being introduced into research papers, 

academic discussions, and even peer-reviewed journals [148]. Without proper verification mechanisms, the 

proliferation of AI-generated misinformation could undermine the credibility of scholarly publications and 

erode trust in scientific literature [12, 149]. Additionally, the automation of academic work may impact 

employment in education and research. AI-driven tools are increasingly being used for administrative and 

even teaching-related tasks, raising concerns about job displacement among educators and academic 

staff [150]. While AI can assist with grading, curriculum development, and student support, it cannot 

replace the mentorship and human intuition provided by experienced educators [81–83, 151]. 

Finally, there is an emerging risk of AI models being exploited for unethical purposes, such as generating 

fraudulent research papers, fabricating experimental data, or creating deepfake academic identities [152]. 

This could lead to serious ramifications in academia, including increased cases of research misconduct and 

challenges in maintaining academic integrity [153]. While ChatGPT and similar AI tools present 

transformative opportunities for academia, they also introduce significant challenges that must be 

addressed to ensure ethical, reliable, and effective integration into scientific research and education. Future 

developments should focus on reducing biases, enhancing contextual understanding, strengthening ethical 

regulations, and improving transparency in AI-generated content. 

6. Prospects and Evolution of ChatGPT in the Academic Direction 

The integration of AI tools like ChatGPT into the academic environment opens up new opportunities for 

research, teaching, and learning. As this technology evolves, it has the potential to radically change the 

academic space, improving various aspects of the educational process, from writing texts and generating 

content to personalized learning and data analysis. 

Increasing Research and Writing Efficiency. One of the most relevant applications of ChatGPT in 

academia is its assistance in research and writing. Thanks to its ability to generate coherent and 
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contextually relevant text, AI can help researchers in drafting articles, summarizing work, and suggesting 

improvements to existing documents. According to recent studies, ChatGPT can speed up the writing 

process and help researchers quickly synthesize large amounts of information [154, 12, 13]. However, 

despite its potential, results generated by AI require human verification to ensure accuracy and academic 

rigor. 

Personalized Learning and Tutoring. AI-powered tools like ChatGPT are becoming an integral part of 

personalized learning. By interacting with students in real-time, AI can adapt its responses to individual 

learning styles, provide immediate feedback, and assist students with specific tasks or concepts. Studies 

have shown that AI tutors can increase student engagement by offering personalized learning paths and 

improving understanding of complex topics [155]. Moreover, AI’s ability to work around the clock makes it 

a valuable tool for students in different time zones, providing continuous access to educational support. 

Overcoming Language Barriers. ChatGPT’s translation capabilities can help eliminate language barriers 

in the academic community. This is particularly useful for students and researchers working in 

international collaborations, where language differences can hinder effective communication. ChatGPT’s 

ability to provide high-quality translations and generate content in multiple languages allows for seamless 

interaction between people speaking different languages [156]. Thus, AI can foster global academic 

collaboration and knowledge exchange. 

Ethical Issues and Challenges. Despite the promising prospects of using ChatGPT in academia, several 

ethical concerns must be addressed. One of the major challenges is the potential threat to academic 

integrity. Since AI tools are capable of generating text that closely resembles human writing, there is a risk 

of plagiarism and deception. Researchers emphasize the need for clear guidelines and tools for detecting 

AI-generated content and ensuring the integrity of academic work [157]. Another important issue is the 

presence of bias in AI models, including ChatGPT, which requires careful analysis, as biased outcomes can 

perpetuate existing inequalities in educational content and research [158]. 

Looking to the future, the evolution of ChatGPT and similar AI models is likely to lead to their even 

greater integration into the academic environment. As these tools become more sophisticated, they will 

help solve more complex tasks, such as data analysis, hypothesis generation, and even provide collaborative 

work for multi-compositional research projects in real-time. Experts predict that AI will play a central role 

in redefining the research process - from idea generation to publication [159-163]. Moreover, as AI 

improves, its ability to understand and interact with academic disciplines at a deeper level will allow for 

more specialized applications, making it a critical component in the future of education and research. 

7. Conclusions 

The integration of ChatGPT and similar AI tools into academia presents significant opportunities and 

challenges. On one hand, ChatGPT accelerates scientific research, automates experiments, and fosters 

interdisciplinary collaboration. In education, AI enhances personalized learning, provides instant feedback, 

and overcomes language barriers, increasing access to knowledge. However, the rapid adoption of AI poses 

risks that threaten fundamental academic principles, including the erosion of critical thinking due to 

over-reliance on AI, the spread of misinformation, the reinforcement of biases, and issues with copyright. 

Socioeconomic consequences include the threat of job reduction in science and education and inequality in 

access to technology. For the sustainable integration of AI into academia, strict ethical standards, content 

verification technologies, and digital literacy training are essential. The future of ChatGPT in academia 

depends on balancing innovation with the preservation of academic integrity. It is important to improve 

model architectures, integrate them with up-to-date knowledge bases, and explore the long-term effects of 

AI on cognitive skills and scientific communication. Ultimately, ChatGPT and similar technologies should 

enhance human intelligence, opening new horizons for research and education, when used responsibly. 
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